Non instrusive uncertainty quantification method for models with a high number of
parameters - Application to a magnetoelectric sensor
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To face the "curse of dimensionnality" met in uncertainty quantification problems when the model has a high number of
random parameters, methods based on sparse approximation, likthe Least Angle Regression (LAR) method, should be used. In
this communication, we propose to extend the domain of applicationsf such methods and to apply them to quantify the impact
of uncertainty on a magnetoelectric sensor performances. Theegsor response is represented by a 2D finite element model with 10

random parameters. A global sensitivity analysis is carried out in oder to determine the most influential parameters.
Index terms—Non Instrusive methods, Least Angle Regression, UncertaintQuantification, magnetoelectric effect, finite element
formulation.

I. INTRODUCTION The process of fabrication of such sensor is very compli-

Sensors based on the magneto-electric effect can mea&ified, leading to a large dispersion on the characterisfics
static magnetic fields with a very high sensitivity. The desi theé materials [4]. We propose in the following to study the
and the study of this device requires the use of a numeri¢afluence of the dispersion of the material parameters on the
model [1]. The working principle of a magnetic field senMagnitude of the electric voltage. In the stochastic apgrpa
sor consists in combining magnetostrictive and piezoétectthe uncertain parameters are modelled by random variables
materials [2]. These materials present some uncertair chipat we assume to be independent and uniformly distributed.
acteristics due to the manufacturing process deviations Y€ consider as random the permittivity,.,, the permeability
lack of quality controls. In a previous communication [3]{mag, the conductivityo, the mass density,,.q,, the Lamé
the influence of some of these parameters by using the NEREffiCieNts 11,4, A%, and the coupling coefficient of
Intrusive Spectral Projection and the Monte Carlo simatati Magnetostrictive material. For the piezoelectric maltettze
have been investigated. These methods give similar refsults PerMittivity €,., and the Lamé coefficients,_,, A;., are
a parameter number equal to 5 however the Non Intrusig@nsidered as random. The parameter variations have been
Spectral Projection method was the fastest one. The appliégSumed to be of 20% ofi and 5% on the other material
tion of the same method for a higher number of parametd?&r@Metersmag, iags Anags Emags Bs Ts €pzts Hpzps Apzr)-
is not straightforward due to the "curse of dimensionality? Tab I, we have reported the mean (m) and the standard
because the size of the polynomial basis to approximéigviation (SD) of each parameter.
the sensor response becomes high. In this communication, 3 . N -
we propose other spectral approaches which can be applied — = 100 T Z40ES 3.’275”55110 ETEo B
for numerical models with more uncertain parameters. These [sp [ 2.89 | 2.77E-6 | 1.12E+9 | 1.67E+9 | 06
approaches are derived from the method called Least Angle Pmag o epst | M A
Regression method [5]; We propose to apply these approaches | ™ | 9200 | 1.72E+6 | 15 | 3.85E+9 | 5.77E+9
to a magneto electric sensor when 10 random parameters are SD | 265 | 497E+4] 06 | 112E+8] 1.67E+8
considered. Finally we calculate the first-order Sobol dedi TABLE |
to |dent|fy the most |nf|uent|a| parameters VALUE AND STANDARD DEVIATION OF RANDOM VARIABLES

II. MAGNETIC SENSOR

: - . . I1l. L EASTANGLE REGRESSIONMETHOD
Figure 1 shows the magnetic field sensor is made with three

piezoelectric with in between two magnetostrictive laydise The approach is based on the Least Angle Regression (LAR)
sensor input is the targeted static magnetic field. The outddethod which an extension has been proposed by Blatman
is an electric voltage,. depending on the static field. Theet al [5] for problems with a high number of input random
numerical model of the magnetic field sensor is a 2D finiteariables in mechanical engineering.
element model. Let consider a numerical modéf(u(f)) whereu(d) is a
vector of N independent uniformly distributed random vari-
ables in the interval [-1,1]. We consider a sample of S
/ vac realizations of the input random variables and also the &amp
WWHHWT a of the corresponding output values. We denbteu(9)) the
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Fig. 1. Magnetoelectric sensor



We consider? = {U,¥,,...,Up .} the polynomial basis hyperbolic polynomial chaos basis is built up. For a given
of P,,; terms. The value of’,,; depends on the polynomial order, the number of terms in a hyperbolic basis is much

expansion order P and the number of input random variabke®aller than in a classical basis where the polynomial order

N. P,,: can be calculated by the following formula [6]: in classical basis is defined by the sum of the monovariate
(N + P)! polynomial orders. Let consider 4, a non empty finite set
Pyt = NPT (2) of indicesa. In the classical truncation polynomial basis, the

<p )

1/q
<p (4)

We can see that the number of terms increases exponentigl-l?/rder setA™? of M random variables is given by :
and can be quickly very high. For example, for a number of M
parameters N=10 and an order P=4, the number of polynomials Z i
is equal toP,,; = 1001. , =t _
The classical non intrusive method [6] approximates the OL]'ETV? h.yperbohc truncation proposes to determine a new set
puts by a polynomial withP,,, terms. The LAR method Ag?
reduces the computation time by selecting a small number =,
of terms of the full polynomial basis having the greatest Zo‘i
impact on the output. We obtain then a sparse approximation, . =t ) ) )
The criterion for the selectiond;(u(6)) is based on the Wlth q a positive nu.mber_ which can be arbitrary f|>.<ed. For
maximization of the correlation between the current resfidu® ]Slven. value ofp, if ¢ IS]JIOWGI’ than 1, th? cardmal_ of
and the predictofZ; (u(f)). AP will be Iower.thanA P, The hyperbolic truncation
Once the approximation is obtained, the Sobol inditgs favors thg monovanate polyno.mlals o_f qrders lower than
based on the decomposition of the variance are calculateo""l?fj multivariate polynomials with low indices "[5]_' ., )
order to determine the most influential parametei®@) on the In ordgr to reduce the .number of terms of the "primary"” basis,
output Y'(u(@)) [7]. The sum of the Sobol indices is equapy using an error gsnmator, WE propose a §econd approach
to one. All Sobol indices are positive. The first order Sob&ased on, an fterative process. AF the iteratiprthe LA,RS
indicesS; enables to evaluate the influence of the inpy®) process |s_performe_d. An error IS eva.ll‘uated. by using the
on the variability of the output’ (u(6)). approxmaﬂons obtained from the |terat|®randz — 1. This
error estimator detects the polynomials to be added to the
IV RESULT "primary" basis of the iteration We jump to the next iteration
' ¢+ 1 by launching again the LARs process in this updated
In order to evaluate the influence of the 10 input randonﬂ,rimary" basis and so on. These methods have been applied
variables on the electric voltage,. (see Fig 1), we applied syccessfully on academic examples. The comparison between
the LAR method to obtain a sparse approximationuef. these different approaches on the magneto electric serior w
Then, from this expansion, the first order Sobol indices ag given in the extended version.
calculated. We have applied LAR method with an increasing
number of realization S. In our case, we start to have a stable VI. CONCLUSION
result at S=200. Table Il gives the Sobol indices obtaingtt wi
200 samples.

In this communication, we have proposed several ap-
proaches based on the Least Angle Regression method to
imes T B T Fonas T Noaa [ emes study a magneto 'electric sensor with 10.parameters.. These
5 0 056 | 024 0 0 approaches are simple to use and less time-consuming than
the Monte Carlo simulation method or Non Intrusive Spectral
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